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Prescription drugs and the pharmaceutical industry occupy increasingly important places in the health economy. Drug therapies traditionally have supplemented nutrition, sanitation, and medical care as methods for preserving health. Vaccinations for diseases such as smallpox represented early public health initiatives that saved thousands of lives. Insulin, developed in the 1920s, prevented the certain deaths that once accompanied diabetes, and a world without antibiotics, introduced in the 1940s, or the polio vaccination, in the 1950s, would be unthinkable.</para>
<para>Drugs are used to treat many diseases and conditions. Examples include chemotherapy for cancer, steroids for skin diseases, psychotropic drugs for mental health problems, beta-blockers for heart disease, clot busters for stroke, and protease inhibitors for AIDS. Some drugs prevent disease; some substitute for more invasive surgical procedures; some are used in conjunction with surgical and radiation treatments; while others provide treatment for conditions where no treatment was available previously. In recent years alone, observers view the introduction and widespread use of cholesterol absorption inhibitors to reduce the amount of cholesterol delivered to the liver for at-risk populations as a major breakthrough in the fight against coronary heart disease.</para>
<para>Despite these successes, the U.S. pharmaceutical industry has encountered intense media and legislative scrutiny. Pharmaceutical firms have been among the largest and most profitable businesses in the United States. As recently as 2001, the drug industry ranked first in various measures of profitability among <emphasis>Fortune</emphasis>’s industry groupings. Negative publicity, litigation problems, widespread efforts to contain drug spending, and loss of patent protection for several major drugs since then (see <link linkend="ch17sb01" preference="1" type="forward">Box <xref linkend="ch17sb01" label="17-1"><inst>17-1</inst></xref></link>) are serious threats to profitability. Nevertheless, the 11 pharmaceutical firms among the <emphasis>Fortune 500</emphasis> in 2014 reported a median profit of 22 percent on revenues and 23 percent on stockholders’ equity (Fortune, June 15, 2015, p. F-34). These were among the highest of all industries.</para>
<sidebar id="ch17sb01" label="17-1" float="1" type="bx1"><inst>Box 17-1</inst>
<title id="ch17sb01.title">Patents and Media Attention</title>
<para>As we have noted, the pharmaceutical industry has a long history of superior financial performance. On account of perceptions of “exorbitant” prices and other questionable practices, drug companies are often the subject of unflattering media coverage. Here is one prominent example from early 2011.</para>
<para>In February 2011, the FDA granted KV Pharmaceutical of St. Louis exclusive rights for seven years for the injectable form of a drug marketed as Makena. Makena reduces the risk of preterm delivery for expectant mothers with a previous premature delivery. Early delivery is a serious and growing problem in the United States so FDA approval sounded like welcome news.</para>
<para>However, Makena is chemically the same as another drug that was produced for years by a different firm and then withdrawn from the market. It was subsequently made by “compounding” pharmacies (those pharmacies that actually mix prescription lotions, creams, or doses for injection) at a cost of about $10 to $20 per shot (an expectant mother receives about 20 injections over the first 4-5 months of pregnancy). Some worry about the quality and consistency of the drug made by these pharmacies, but they also worry about the $1,500 price that KV initially established for Makena. KV also warned specialty pharmacists that compounding the mixture would be unlawful. Following the media attention, KV announced a price cut to $690 per injection. The FDA also indicated in March 2011 that it will not take enforcement action against pharmacists that compound the drug.</para>
<para>Many important issues relate to patent protection (granted by the patent and trademark office) and exclusivity (granted by the FDA), and we will examine some in later sections of this chapter. At this time, we note that, despite its historical success, the pharmaceutical industry has recently faced unprecedented challenges to replace expiring patents with new revenue streams. Since 2011 alone, patents expired on a large number of blockbusters including Lipitor (to lower cholesterol), Advair (to prevent asthma symptoms), Zyprexa (to treat schizophrenia), Cymbalta (to treat anxiety and depression), Plavix (blood thinner), Abilify (to treat Schizophrenia), and Nexium (the “purple pill” for acid reflux disease).  
Although 2015 was a banner year with 45 novel drugs approved by the Food and Drug Administration (FDA), the number of new drugs approvals is has been running below historical rates and the FDA appears less likely to approve new products if there are significant side effects and if good therapies are currently available. As a result, the productivity of pharmaceutical investment in research and development (R&D) has decreased sharply. According to estimates prepared by the Deloitte Centre for Health Solutions (2014), the internal rate of return to R&D for 12 major firms declined from10.1 percent in 2010 to 5.1 percent in 2014. </para>
<source><emphasis>Sources:</emphasis> <emphasis>Bloomberg Business Week</emphasis>, “FDA Approves First Drug to Prevent Premature Births,” February 6, 2011, businessweek.com/lifestyle/content/ healthday/649631.html; Gardiner Harris, “Drugs’ Cost and Safety Fuel a Fight,” <emphasis>New York</emphasis> Times, April 4, 2011, nytimes.com/2011/04/05/health/ 05FDA.html? </source></sidebar>
<para>Rapid growth in drug spending has made the pharmaceutical industry a convenient target for the budgetary challenges facing patients and insurers. The introduction of new and expensive drugs, increasingly promoted through direct marketing to consumers, has only added to the expenditure burden and heightened criticism of the industry.</para>
<para>This burden becomes especially severe for those who suffer disproportionately from chronic and other conditions that fuel the use of drugs. Policies to deal with these pressures include the 2006 expansion of Medicare (Part D) to include outpatient prescription drug benefits (see <link olinkend="ch21" preference="0">Chapter <xref olinkend="ch21" label="21"><inst>21</inst></xref></link>), and proposals to regulate prices as well as to permit the re-importation of drugs from Canada and other countries. Private insurance initiatives include higher patient copayments, increased emphasis on generic products, and new strategies, such as the development of drug formularies. Most managed care plans adopted formularies, that is, approved lists of drugs, by the late 1990s. Patients may have difficulty in obtaining reimbursement for any drugs that are not on the list.</para>
<para>Pharmacoeconomics, which includes cost-benefit, cost-effectiveness, and cost-utility analyses, plays an increasingly important role in pharmaceutical decisions, but policy must address other questions. This chapter selects several of the most general interest to health economists. After describing the structure and regulation of the pharmaceutical industry, we focus on the following areas:</para>
<orderedlist numeration="arabic" spacing="normal" inheritnum="ignore" continuation="restarts"><listitem><para><inst>
1.
</inst>The role of pharmaceutical products in the production of health, patient choices of drugs under various insurance schemes, and the effects of technological change on the use of drugs</para></listitem>
<listitem><para><inst>
2.
</inst>Drug pricing issues, including price discrimination by sellers and price regulation by the government</para></listitem>
<listitem><para><inst>
3.
</inst>Pharmaceutical research, the determinants of innovation, and the effects of price regulation on innovation</para></listitem>
<listitem><para><inst>
4.
</inst>Cost containment through use of generic products and other measures</para></listitem></orderedlist>
<para role="continued">We conclude with recent evidence on the effects of drugs on health derived from international comparisons on drug utilization.</para>
<section id="ch17lev1sec1"><title id="ch17lev1sec1.title">Structure and Regulation</title>
<para>In 2014, spending on prescription drugs amounted to $298 billion or 9.8 percent of national health expenditures (NHE).  Although this share is up from 8.8 percent in 2000 and just 4.7 percent in 1980, it is down from a peak of 10.3 percent in 2006 despite a rapid increase prescription drug spending of of 12.2 percent in 2014. Consumers’ out-of-pocket costs for drugs represented 18 percent of total spending on drugs in 2012, and accounted for 14 percent of all out-of-pocket costs.</para>
<para>Although prescription drug spending has stabilized at 9-10 percent of NHE in recent years, its high long-run growth rate relative to other categories of health spending created considerable interest in the sources of these increases. Analysts have found that most of the increases have been due to greater use of drugs and to new products rather than to higher prices of existing products. Nevertheless, rising expenditures and high out-of-pocket costs help create public perceptions that something is seriously wrong with the conduct of pharmaceutical firms, and that stiff measures are needed to contain drug costs (see Box 17-2).

_______________________________________________________

BOX 17-2  
Martin Shkreli and Valeant Pharmaceuticals

The September 20, 2015 New York Times article, “Drug Goes from $13.50 a Tablet to $750, Overnight,” created a firestorm.  Turing Pharmaceuticals led by Martin Shkreli acquired the dug Daraprim.  Daraprim is the standard treatment for toxoplasmosis—a prasitic disease that could be life-threatening for those with compromized immune systems. e.g., with AIDS and certain forms of cancer.  Daraprim is no longer patent protected and actually cost $1 per pill several years ago but, with only about 10,000 prescriptions per year, other pharmaceutical firms have not entered the market.  Despite being called the “most hated man in America” by some media outlets, and subsequently arrested for alleged securities fraud, Mr. Shkeli told Forbes that he should have raised prices even higher because “my shareholders expect me to make the most profit … that’s the ugly, dirty truth.”
With the spotlight on Mr. Shkreli, the public was learning that the Daraprim episode is not unique. Valeant Pharmaceuticals International became the largest publicly traded company in Canada reaching a market value of $90 (U.S.) billion in mid-2015.  Valiant’s growth was fueled by numerous acquisitions of pharmaceutical and medical supply companies.  As part of its strategy, Valeant also bought the rights to older generic drugs and subseuently raised prices by substantial amounts.  For example, in 2015, Valeant raised the prices of two heart medications (Isuprel and Nitropress) by 525 percent and 212 percent after purchasing the rights to these drugs from another firm.  The fallout from the negative press and Congressional hearings into its business practices reduced Valeant’s market value by 70 percent by October 2015.
Sources:  Andrew Pollack, “Drug Goes from $13.50 a Tablet to $750, Overnight,” New York Times, Sptember 20, 2015, http:nyti.ms/1V3cJvC; Dan Diamond, “Martin Shkreli Admits he Messed Up: He Should’ve Raised Prices Even Higher,” Forbes, Decmber 3, 2015, forbes.com/sites/dandiamond/2015/12/03/what-martin; Carly Helfand, “Shkreli-Shaming Spills Over onto Valeant as Dems Call CEO to Account for Price Hikes,” FiercePharma, September 28, 2015, fiercepharma.com/story/shkreli-shaming-spills-over-valeant.
___________________________________________ </para>
<para>With its long history of relatively high profits and rich set of features—patent protection, high research and development spending, intense product promotion, and heavy regulation—the pharmaceutical industry always has drawn the attention of economists in the field of industrial organization. Scholars describe levels of competition in an industry; how the competitive environment influences decisions on prices and other decision variables, such as advertising, research and development (R&D), and quality; and the consequences of these decisions for socially efficient allocations of resources.  
<section id="ch17lev2sec1"><title id="ch17lev2sec1.title">Competition</title>
<para>The level of competition often holds the key to firm and industry behavior. To measure competition, economists need to look at meaningful industry groups. Prior to 1997, the Standard Industrial Classification (SIC) served as the standard. The Department of Commerce has since replaced the SIC codes with the North American Industry Classification System (NAICS). The NAICS codes range from two to six digits, with each successive digit representing a finer degree of classification. The “pharmaceutical preparations” industry, NAICS Code 325412, formally consists of “establishments primarily engaged in manufacturing in-vivo diagnostic substances and pharmaceutical preparations (except biological) intended for internal and external consumption in dose forms, such as ampoules, tablets, capsules, vials, ointments, powders, solutions, and suspensions.”</para>
<para>The four-firm (<emphasis>C</emphasis><subscript><inst></inst>4<inst></inst></subscript>) and eight-firm (<emphasis>C</emphasis><subscript><inst></inst>8<inst></inst></subscript>) concentration ratios for any selected six-digit NAICS codes indicate the share of industry output produced by the four or eight largest firms. Analysts use these concentration ratios, shown in <link linkend="ch17table01" preference="1" type="forward">Table <xref linkend="ch17table01" label="17-1"><inst>17-1</inst></xref></link>, for pharmaceuticals and several other six-digit industries, to gauge competition. The pharmaceutical industry is one of the largest manufacturing industries. As measured by concentration ratios, it also appears to be much more competitive than many others.</para>
<table id="ch17table01" label="17-1" float="1" frame="none" prefix="Table"><title id="ch17table01.title"><inst>Table 17-1 </inst>Concentration in Selected Manufacturing Industries: 2002</title><tgroup cols="7" colsep="0" rowsep="0" align="left"><colspec colnum="1" colname="c1" align="left" colwidth="80"/><colspec colnum="2" colname="c2" align="left" colwidth="200"/><colspec colnum="3" colname="c3" align="left" colwidth="50"/><colspec colnum="4" colname="c4" align="left" colwidth="50"/><colspec colnum="5" colname="c5" align="left" colwidth="50"/><colspec colnum="6" colname="c6" align="left" colwidth="50"/><colspec colnum="7" colname="c7" align="char" char="." colwidth="50"/><spanspec spanname="s1" namest="c1" nameend="c7" align="left"/>
	<thead><row><entry valign="top"><para>NAICS Code</para></entry>
	<entry valign="top"><para>Industry</para></entry>
	<entry valign="top"><para>C<subscript><inst></inst>4<inst></inst></subscript></para></entry>
	<entry valign="top"><para>C<subscript><inst></inst>8<inst></inst></subscript></para></entry>
	<entry valign="top"><para>HHI</para></entry>
	<entry valign="top"><para>N</para></entry>
	<entry valign="top"><para>Shipments (in $ billions)</para></entry></row></thead>

	<tbody><row><entry valign="top"><para>325412</para></entry>
	<entry valign="top"><para>Pharmaceutical preparation mfg.</para></entry>
	<entry valign="top"><para>36</para></entry>
	<entry valign="top"><para>53</para></entry>
	<entry valign="top"><para>530</para></entry>
	<entry valign="top"><para>731</para></entry>
	<entry valign="top"><para>114.7</para></entry></row>

	<row><entry valign="top"><para>311230</para></entry>
	<entry valign="top"><para>Breakfast cereal mfg.</para></entry>
	<entry valign="top"><para>78</para></entry>
	<entry valign="top"><para>91</para></entry>
	<entry valign="top"><para>2,521</para></entry>
	<entry valign="top"><para>45</para></entry>
	<entry valign="top"><para>9.1</para></entry></row>

	<row><entry valign="top"><para>324110</para></entry>
	<entry valign="top"><para>Petroleum refineries</para></entry>
	<entry valign="top"><para>41</para></entry>
	<entry valign="top"><para>64</para></entry>
	<entry valign="top"><para>640</para></entry>
	<entry valign="top"><para>88</para></entry>
	<entry valign="top"><para>193.5</para></entry></row>

	<row><entry valign="top"><para>334111</para></entry>
	<entry valign="top"><para>Electronic computer mfg.</para></entry>
	<entry valign="top"><para>76</para></entry>
	<entry valign="top"><para>89</para></entry>
	<entry valign="top"><para>2,662</para></entry>
	<entry valign="top"><para>934</para></entry>
	<entry valign="top"><para>32.3</para></entry></row>

	<row><entry valign="top"><para>334220</para></entry>
	<entry valign="top"><para>Radio & TV broadcasting & wireless</para></entry>
	<entry valign="top"><para>43</para></entry>
	<entry valign="top"><para>55</para></entry>
	<entry valign="top"><para>584</para></entry>
	<entry valign="top"><para>823</para></entry>
	<entry valign="top"><para>32.1</para></entry></row>

	<row><entry valign="top"><para>325510</para></entry>
	<entry valign="top"><para>Paint and coating mfg.</para></entry>
	<entry valign="top"><para>37</para></entry>
	<entry valign="top"><para>55</para></entry>
	<entry valign="top"><para>505</para></entry>
	<entry valign="top"><para>1,149</para></entry>
	<entry valign="top"><para>19.9</para></entry></row>

	<row><entry valign="top"><para>325611</para></entry>
	<entry valign="top"><para>Soap and detergent mfg.</para></entry>
	<entry valign="top"><para>61</para></entry>
	<entry valign="top"><para>72</para></entry>
	<entry valign="top"><para>2,006</para></entry>
	<entry valign="top"><para>699</para></entry>
	<entry valign="top"><para>16.6</para></entry></row>

	<row><entry valign="top"><para>336111</para></entry>
	<entry valign="top"><para>Automobile mfg.</para></entry>
	<entry valign="top"><para>76</para></entry>
	<entry valign="top"><para>94</para></entry>
	<entry valign="top"><para>1,910</para></entry>
	<entry valign="top"><para>164</para></entry>
	<entry valign="top"><para>88.1</para></entry></row>

	<row><entry valign="top"><para>336112</para></entry>
	<entry valign="top"><para>Light truck & utility vehicle mfg.</para></entry>
	<entry valign="top"><para>96</para></entry>
	<entry valign="top"><para>100</para></entry>
	<entry valign="top"><para>W</para></entry>
	<entry valign="top"><para>69</para></entry>
	<entry valign="top"><para>137.1</para></entry></row>

	<row><entry valign="top"><para>336411</para></entry>
	<entry valign="top"><para>Aircraft mfg.</para></entry>
	<entry valign="top"><para>81</para></entry>
	<entry valign="top"><para>94</para></entry>
	<entry valign="top"><para>W</para></entry>
	<entry valign="top"><para>184</para></entry>
	<entry valign="top"><para>64.3</para></entry></row>


<row class="7" role="tfoot"><entry spanname="s1"><note><para>Note: W = withheld to avoid disclosure of individual firm data. The undisclosed HHI value will undoubtedly be very high.</para></note>
<source>Source: U.S. Bureau of the Census, 2002 Economic Census, “Concentration Ratios: 2002,” Report EC02-31SR-1 (May 2006).</source></entry></row></tbody></tgroup></table>
<para>Another method used to measure competition is the Herfindahl-Hirschman Index (HHI). Compare an industry with four firms, each with 25 percent of the market, to a second industry, also with four firms, but where one firm has 85 percent of the market and the other three each have 5 percent. Both industries have a four-firm concentration ratio of 100 percent. However, one might guess that the one in which the leading firm has 85 percent of the market is more monopolized. The HHI incorporates differences in the size distribution of firms by squaring the market shares of each and adding them together, so that the lowest value approaches 0 (thousands of tiny firms) and the highest value approaches 10,000 (with a pure monopoly). In the previous example, the respective HHIs are 2,500 (the four equal sized firms) and 7,300 (the very large firm, with three smaller ones).</para>
<para><link linkend="ch17table01" preference="0" type="backward">Table <xref linkend="ch17table01" label="17-1"><inst>17-1</inst></xref></link> shows that compared to other well-known industries, in addition to relatively low concentration ratios, there are a relatively large number of firms (<emphasis>N</emphasis>) and the HHI (for up to the 50 largest firms) is relatively low. Do these data indicate substantial competition? Most analysts would argue that for pharmaceuticals they could be especially misleading. Drugs in different therapeutic categories usually are not substitutes for each other. Concentration ratios for narrower drug classes are better indicators. When such data are available, they still can show considerable competition. In many cases, however, the concentration ratios will be higher, sometimes much higher. Schweitzer (1996) illustrates this with a class of drugs used to control hypertension. The top four firms controlled 91 percent of the market in 1992. Why? Patents and other barriers to entry often restrict competition.</para></section>
<section id="ch17lev2sec2"><title id="ch17lev2sec2.title">Barriers to Entry</title>
<para>A barrier to entry is any factor that impedes the entry of new firms into an industry or product market. Patent protection granted by government represents a classic example. To gain further protection, pharmaceutical firms adopt a common business strategy of surrounding a product with patents on many variations of that product.</para>
<para>A patent forms a legal barrier. Advertising and promotion also can create economic barriers when they successfully increase brand loyalty. Pharmaceutical promotion differs from that of typical consumer goods because pharmaceutical firms direct much of their marketing at physicians rather than patients, the end users through “detailers”—pharmaceutical representatives who directly visit physicians’ offices. Critics of this practice believe that detailing may lead to questionable financial arrangements that encourage the physician to prescribe a particular product, possibly in place of cheaper drug or nondrug substitutes.</para>
<para>Pharmaceutical firms also reach physicians by distributing samples, by direct mail, and by advertising in medical journals. Following the FDA’s relaxation of rules governing advertise-ments through the media in 1997, the industry responded by increasing advertising in news-papers, on radio, on television, and even on freeway billboards, all aimed directly at patients (see <link linkend="ch17sb02" preference="1" type="forward">Box <xref linkend="ch17sb02" label="17-2"><inst>17-2</inst></xref></link>). The medical community and other critics of DTC have raised concerns about the misinformation, confusion, and unnecessary or even harmful treatment that could result from such advertising.</para>
<para>As a last example of protection from competition, the regulation of drugs itself can create entry barriers. The Food and Drug Administration (FDA) approval process for a new drug is costly and time consuming. A new firm will find it difficult to marshal the financial and expert resources needed to go through the process and especially to have a portfolio of products under development to spread risks. According to the industry, only “five in 5,000 compounds that enter preclinical testing make it to human testing” and only one of these five ultimately is approved as a drug (PhRMA 2010, p. <link role="pageref" preference="0"><inst></inst>16</link>). Fewer still ever become profitable. Not surprisingly, such long odds create formidable deterrence to new drug development, and new pharmaceutical firms often concentrate on generic products.</para></section>
<sidebar id="ch17sb02" label="17-2" float="1" type="bx1"><inst>Box 17-3</inst>
<title id="ch17sb02.title">Direct-to-Consumer (DTC) Advertising</title>
<para>Prior to 1951, the distinction between over-the-counter and prescription drugs was not as well defined as it is today. The FDA did require that certain highly potent and potentially dangerous drugs be available only through prescription, but the decision for many others was left to the producer until the 1951 Durham Humphrey Amendment to the Food, Drug, and Cosmetic Act of 1938. In the following years, an increasing proportion of medications were available only through prescriptions. However, until the 1990s, the pharmaceutical industry overwhelmingly concentrated its promotion efforts on doctors, largely through “detail men” who would visit physician offices. This strategy reflected the prevailing view of the medical decision-making model as one based on the authority of the physician over a passive patient.</para>
<para>It was not until the 1990s that marketing managers began to re-evaluate the potential of DTC. There were two important developments in this process: (1) the growth of managed care, which constrained consumer choices and put downward pressure on drug prices, and (2) the growth of consumerism in general, but especially in health care. Nevertheless, DTC marketing amounted to only $363 million in 1995, with just 15 percent directed to the broadcast media. The major impetus came in 1997 after the FDA made it easier for broadcast ads to meet requirements regarding a summary of the risks and benefits of the advertised product. For example, the ad could now direct consumers to a toll-free number or to a Web site for such information. DTC advertising, especially on television, grew rapidly, reaching $4.8 billion in 2006 for the research-based pharmaceutical firms (out of $12 billion spent on all marketing and promotional activities).</para>
<para>DTC television advertising remains one of the most controversial and visible practices of the pharmaceutical industry. It is allowed only in the United States and New Zealand among advanced countries. The drug industry maintains that DTC advertising “creates awareness of diseases and treatment options and empowers patients with information.” 
While even critics may agree that television ads can inform patients and reduce the stigma associated with some conditions  (e.g., sexual dysfunction, incontinence, and mental disorders), they also charge that they pressure physicians to overprescribe or to prescribe expensive drugs when cheaper alternatives are available.  Even worse, crtitics claim that DTC advertising manufactures diseases and create a lifelong dependency on expensive drugs for conditions that were once considered normal or natural.  A New York Times investigation of  marketing practices for attention deficit hyperactivity disorder (ADHD) provides a powerful example.
After from noting medical concerns about the rapid rise in ADHD diagnosis in children to those with with minimal symptoms, the Times describes the marketing of psychostimulants to treat ADHD symptoms through various print and media channels as well as other practices.  Both doctors and parents are the targets.  Side affects are downplayed and the drugs are often marketed as “safe” or “harmless.”  But every major manufacturer of ADHD drug has been cited multiple times by the FDA for false and misleading advertising.  The industry is now targeting adults, which according to the Times, could be even more profitable than the children’s market. 
<source><emphasis>Sources:</emphasis> Donohue (2006), PhRMA (2008), Ventola (2011), and Alan Schwarz, “The Selling of Attention Deficit Disorder,” New York Times, December 14, 2013: nytimes.com/201312/15/health/the-selling-of-attention: accessed December 15, 2013.</source></sidebar>
<section id="ch17lev2sec3"><title id="ch17lev2sec3.title">Regulation</title>
<para>The pharmaceutical industry is one of the most heavily regulated of all industries. Governments regulate most firms for worker safety and health concerns, but pharmaceutical products face further oversight by the FDA. Following a public scandal over adulterated food products and dangerous medicines with unknown contents, the federal government introduced the Food and Drug Act of 1906. The act did nothing to prevent the public from dangerous medicines. It did not even require formal testing but dealt mainly with labeling. Requirements for testing and safety were introduced with the Federal Food, Drug, and Cosmetic Act of 1938. However, these requirements were left mainly to the drug companies.</para>
<para>Two events accelerated regulatory change. Exposure of questionable drug industry practices in hearings held by Senator Estes Kefauver in 1959 was soon followed by the thalidomide tragedy. Thalidomide, a tranquilizer widely used in Europe to treat morning sickness in pregnancy, was discovered to cause severe defects in babies, who were sometimes born with deformed, flipper-like limbs. The drug was available on an experimental basis in the United States at the time. Fortunately for the United States, the number of thalidomide babies was relatively small. The FDA had delayed approval, and the distributor withdrew the product quickly after reports of the European experience.<footnoteref preference="1" label="1" role="generated" linkend="ch17fn01"/>
</para>
<para>Although the thalidomide tragedy was averted in the United States, Congress nonetheless approved amendments in 1962 that gave the FDA increased control over the introduction of new products. The new legislation required much more testing and extended the FDA’s authority to regulate premarket testing (including generic drugs). Equally important, the legislation for the first time required evidence of efficacy.<footnoteref preference="1" label="2" role="generated" linkend="ch17fn02"/>
</para>
<para>FDA review has become a lengthy, complex process. Following the discovery stage during which new chemicals are synthesized, the firm conducts preclinical animal studies involving short-term toxicity and safety tests. The drug firm next must file an application with the FDA to conduct clinical trials. If approved, the trials are conducted in three phases. Phase I begins with small groups of healthy volunteers and focuses on safety and dosage. Phase II trials involve a larger number of subjects, often several hundred, who have the targeted condition, and concentrates on the drug’s efficacy.<footnoteref preference="1" label="3" role="generated" linkend="ch17fn03"/>
 Phase III trials usually are conducted on thousands of patients in different settings so that safety and efficacy can be determined more precisely.</para>

<para>If these trials indicate safety and efficacy, and the drug’s safety is supported by long-term animal studies, the company submits a New Drug Application (NDA) containing all the data and results to the FDA. The FDA review usually takes more than a year. Total development time for a new product stands at about 14 years, nearly double the eight-year period in the 1960s (DiMasi, 2001).</para>
<para>These requirements provoke considerable controversy and provide obvious trade-offs between the goals of protecting the consumer and rapid innovation. The economic approach is to weigh the gains in safety and efficacy against the cost of delaying patients from utilizing useful products. Economists also express concern about the potential stifling of innovation caused by regulation and its adverse effects on competition.</para>
<para>In a classic study of the 1962 amendments, Peltzman (1974) found a sharp decline in new product development, especially of innovative drugs, after 1962, as well as higher prices from the decreased competition. These consequences far outweighed the benefits of reduced spending on ineffective drugs, creating a net welfare loss of about 6 percent of total drug sales.</para>
<para>The FDA recognized these problems and in the mid-1970s developed policies to accelerate the review of “important” drugs. Dranove and Meltzer (1994) found that important drugs reach the market about three years sooner than other drugs. Thus, they argue that the losses resulting from delays in the approval process have been overestimated. A 1984 act also eliminated the full range of tests for generic products that were required by the 1962 amendments.</para>
<para>To expedite the review process, 1992 legislation and the Modernization Act of 1997 provide the FDA with additional resources derived from user fees levied on the industry. This has considerably reduced approval times. The Food and Drug Administration Amendment Act of 2007 included components that enhanced FDA authority and gave it significant increases in users fees to conduct comprehensive reviews of drugs and medical devices. In 2012, as part of the Food and Drug Administration Safety and Innovation Act, the FDA intoduced a “breakthrough therapy” designation to speed up up the process for drugs targeting serious or life-threatening conditions</para></section></section>.</para>
<para>Philipson et al. (2008) found a very favorable trade-off between approval times and safety of legislative changes between 1992 and 2002. More rapid access to drugs saved between 140,000 to 310,000 life-years compared to an upper bound of 56,000 life-years lost due to harmful effects of drugs before they were withdrawn from the market. However, Olson’s (2008) work reminds us of the risk. She found that a reduction in review time of one standard deviation increased serious adverse drug reactions by 21 to 23 percent, and hospitalizations and deaths from these reactions by about 20 percent each.  
<section id="ch17lev1sec2"><title id="ch17lev1sec2.title">The Production of Health and Substitutability</title>
<para>We have seen that spending on prescription drugs is increasing rapidly and that drug firms have some monopoly power. Before we examine the exercise of that power, we turn to the role of prescription drugs in producing health and their relationship to other medical inputs using the concept of a health production function.</para>
<para>Recall that the patient’s demand for health leads to a demand for health inputs such as drugs and medical care. Consider the following production function for a patient with chronic and severe low-back pain—one of the most common reasons for physician office visits and hospitalization:</para>
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</inst><mediaobject float="0"><textobject role="xpressmath">
[image: image1.wmf])

,

(

M

D

f

HS

=

</textobject></mediaobject><inst>
(17.1)</inst></equation>
<para role="continued">where <emphasis>HS</emphasis> represents the individual’s health status in the current period, <emphasis>D</emphasis> represents prescription drugs, and <emphasis>M</emphasis> represents all other medical inputs in this period, given existing technology and medical know-how. If no drugs or medical inputs are applied, the patient might experience considerable pain and be unable to perform many normal tasks, including work.</para>
<para>Assume that this patient’s health can be improved by medical intervention. Suppose an individual consumes the amount of drugs, <emphasis>D</emphasis><subscript><inst></inst>1<inst></inst></subscript>, and the amount of other medical inputs, <emphasis>M</emphasis><subscript><inst></inst>1<inst></inst></subscript>, as noted at point <emphasis>E</emphasis> of <link linkend="fg17_00100" preference="1" type="forward">Figure <xref linkend="fg17_00100" label="17-1"><inst>17-1</inst></xref></link>. How do the drugs and the medical inputs substitute for each other?
------

Figure 17-1  </inst><title id="fg17_00100.title">Substitution Between Drugs and Other Medical Inputs (FGS7 Fig 17-1 about here)

------ </para>
<para><link linkend="fg17_00100" preference="0" type="backward">Figure <xref linkend="fg17_00100" label="17-1"><inst>17-1</inst></xref></link> shows three different effects of drug products and their relationship to other medical inputs. Isoquant 1 shows that drugs (e.g., narcotic analgesics or muscle relaxants) must be used in a fixed proportion to other inputs (e.g., physical therapy, counseling, and surgery in some cases). Here, inputs <emphasis>D</emphasis> and <emphasis>M</emphasis> are perfect complements with no substitutability between them.</para>
<para>At the other extreme, isoquant 2 reflects a production function where inputs are perfect substitutes: The marginal rate of technical substitution (MRTS) is constant, meaning that drugs substitute for the other inputs at a constant rate. (Depending on the prices of each, a patient would use one or the other, but not both.) Finally, the solid portion of isoquant 3 reflects an intermediate situation where <emphasis>D</emphasis> and <emphasis>M</emphasis> can substitute for each other, but where the MRTS is diminishing. Fewer and fewer amounts of <emphasis>M</emphasis> are needed to substitute for a unit increase in <emphasis>D</emphasis> as more drugs are used.</para>
<para>It seems unlikely that <emphasis>D</emphasis> and <emphasis>M</emphasis> are either perfect complements or perfect substitutes. Many conditions likely involve some substitutability, although the extent may vary widely among conditions and even patients. Pharmacological and other clinical studies must determine not only substitutability, but also the “uneconomic” portions of an isoquant, meaning those combinations that never should be selected.</para>
<para>Such combinations arise when additions of <emphasis>D</emphasis> over some range (e.g., dashed segment <emphasis>FG</emphasis>) will not benefit or harm the patient. Here, the marginal product of <emphasis>D</emphasis> is zero and the isoquant becomes horizontal. It is also possible that increases in <emphasis>D</emphasis> beyond some point may harm the patient and require more medical intervention to maintain the same health status. In this region (arc <emphasis>GH</emphasis>), the isoquant will become positively sloped. Similar logic may apply to the vertical portion of an isoquant with increases in <emphasis>M.</emphasis> Patients will not want to be in the regions shown by the dashed segments.</para>
<section id="ch17lev2sec4"><title id="ch17lev2sec4.title">Least-Cost Production</title>
<para>How will the patients and their providers choose? To abstract from the many possible levels of health, as well as the inherent uncertainty of medical practice, assume that the patient/provider believes that it is reasonable to attain <emphasis>HS</emphasis><subscript><inst></inst>1<inst></inst></subscript> in <link linkend="fg17_00200" preference="1" type="forward">Figure <xref linkend="fg17_00200" label="17-2"><inst>17-2</inst></xref></link>. The rational patient seeks to find the combination of <emphasis>D</emphasis> and <emphasis>M</emphasis> on <emphasis>HS</emphasis><subscript><inst></inst>1<inst></inst></subscript> that minimizes spending. Without insurance coverage for either <emphasis>D</emphasis> or <emphasis>M,</emphasis> the total cost (<emphasis>C</emphasis>) of care can be written as:</para>
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<para role="continued">or</para>
<equation id="ch17eq02" label="17.2"><inst>
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<para role="continued">where <emphasis>D</emphasis> and <emphasis>M</emphasis> are quantities of drugs and other inputs, and <emphasis>P<subscript><inst></inst>D<inst></inst></subscript></emphasis> and <emphasis>P<subscript><inst></inst>M<inst></inst></subscript></emphasis> are their respective prices. If, for example, <emphasis>P<subscript><inst></inst>D<inst></inst></subscript></emphasis>  $50 and <emphasis>P<subscript><inst></inst>M<inst></inst></subscript></emphasis>  $100, the slope of the budget line in <link linkend="ch17eq02" preference="0" type="backward">equation (<xref linkend="ch17eq02" label="17.2"><inst>17.2</inst></xref></link>) is (50/100)   0.5.

---------
Figure 17-2  </inst><title id="fg17_00200.title">Cost Minimization  (FGS7 Fig 17-2 about here)


---------------- </para>
<para>The cost-minimizing combination is at <emphasis>E,</emphasis> where the isoquant, <emphasis>HS</emphasis><subscript><inst></inst>1<inst></inst></subscript>, is tangent to the budget line, <emphasis>AB.</emphasis> The optimal inputs are <emphasis>D</emphasis><subscript><inst></inst>1<inst></inst></subscript> and <emphasis>M</emphasis><subscript><inst></inst>1<inst></inst></subscript> and we calculate total spending by multiplying these quantities by their respective prices. At <emphasis>E,</emphasis> the numerical slope of the budget <emphasis>(P<subscript><inst></inst>D<inst></inst></subscript> /P<subscript><inst></inst>M<inst></inst></subscript></emphasis>  0.5) equals the MRTS, the slope of the isoquant. Suppose, for example, that <emphasis>D</emphasis><subscript><inst></inst>1<inst></inst></subscript>  4 and <emphasis>M</emphasis><subscript><inst></inst>1<inst></inst></subscript>  6, so total costs for <emphasis>HS</emphasis><subscript><inst></inst>1<inst></inst></subscript> equal:</para>
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<para>If prescription prices increase above $50, the budget line will become steeper and the rational patient will try to substitute more medical care by moving to the left on the isoquant to a point such as <emphasis>E(</emphasis> (and vice versa to <emphasis>E</emphasis>( if medical care prices increase).</para></section>
<section id="ch17lev2sec5"><title id="ch17lev2sec5.title">Insurance and Substitutability</title>
<para>Assume now that like most Americans the patient has insurance coverage. Begin with a policy that covers a constant proportion (e.g., 80 percent) of spending on either <emphasis>D</emphasis> or <emphasis>M.</emphasis> Out-of-pocket patient costs are $10 for each prescription (20 percent of $50) and $20 for a medical visit (20 percent of $100). Because the slope of the patient’s budget line does not change, the optimal choice remains at point <emphasis>E,</emphasis> and the patient continues to buy four units of drugs and six visits. Total drug costs will continue to be minimized with the patient paying 20 percent ($160) and the insurer paying 80 percent ($640) of the $800 total bill.</para>
<para>However, <emphasis>D</emphasis> and <emphasis>M</emphasis> often are not treated uniformly under traditional health insurance. Consider a policy that pays 80 percent of medical costs but requires a deductible of only $5 (copayment) for each prescription. The patient’s drug price is the $5 deductible regardless of the actual price of the medication. If the patient’s out-of-pocket drug costs diminish, the numerical slope of the cost-minimizing budget line diminishes (in our example, it is now -5/20  0.25). The patient will have an incentive to substitute <emphasis>D</emphasis> for <emphasis>M</emphasis> at <emphasis>E(</emphasis>. Continuing with the example, let <emphasis>D</emphasis><subscript><inst></inst>2<inst></inst></subscript> increase from 4 to 5, and <emphasis>M</emphasis><subscript><inst></inst>2<inst></inst></subscript> fall from 6 to 5.75.</para>
<para>The patient’s cost burden diminishes from $160 to $140 or:</para>
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<para role="continued">However, the total cost of care (patient plus insurer) increases from $800 to $825. We know this is true because we already determined that <emphasis>E</emphasis> is the least costly combination to provide <emphasis>HS</emphasis><subscript><inst></inst>1<inst></inst></subscript>.</para>
<para>Similarly, if prescription prices (to the insurer) increase, say to $100, the patient still pays $5 and will remain at <emphasis>E(</emphasis> with the insurer picking up the increased drug costs. Patients have no incentive to economize by making substitutions and moving toward <emphasis>E.</emphasis> The higher the prescription price, the greater is the distortion.</para>
<para>A similar distortion toward excessive levels of <emphasis>M</emphasis> and greater total costs occurs when the patient’s coverage excludes or limits drug benefits. Here, the savings from reducing <emphasis>M</emphasis> will more than offset the additional drug spending from improved drug coverage.</para></section>
<section id="ch17lev2sec6"><title id="ch17lev2sec6.title">Technological Change</title>
<para>At the turn of this twenty-first century, a new category of experimental drugs, blood vessel inhibitors, generated extraordinary excitement in the medical community by fighting both cancer and heart disease. Technology often is associated with major breakthroughs. More often, however, new drugs are similar to existing drugs, but they may produce somewhat better outcomes (if only for some patients) or reduced side effects.</para>
<para>With technological improvements, fewer inputs are needed to produce a given health outcome, or outcomes that were previously unattainable are now attainable. For example, begin with <emphasis>HS</emphasis><subscript><inst></inst>1<inst></inst></subscript> in <link linkend="fg17_00300" preference="1" type="forward">Figure <xref linkend="fg17_00300" label="17-3"><inst>17-3</inst></xref></link> and let <emphasis>HS</emphasis><subscript><inst></inst>1<inst></inst></subscript><superscript><inst></inst>*<inst></inst></superscript> represent all combinations of inputs with a new drug that leads to the same health status as <emphasis>HS</emphasis><subscript><inst></inst>1<inst></inst></subscript>. If the cost-minimizing ratio of inputs at a given price ratio remains unchanged, so that it lies along the ray 0<emphasis>E</emphasis> (denoted (<emphasis>M/D</emphasis>)<subscript><inst></inst>0<inst></inst></subscript>), the innovation represents a neutral technological change. As drawn, the new drug saves a relatively high amount of the medical input at any given price ratio. That is, drug utilization increases relative to medical care as the patient moves to <emphasis>E</emphasis><superscript><inst></inst>*<inst></inst></superscript> and substitutes <emphasis>D</emphasis> for <emphasis>M.</emphasis> As noted in the figure, the lower ratio of <emphasis>M</emphasis> to <emphasis>D</emphasis> is reflected in the less steeply sloped ray, (<emphasis>M/D</emphasis>)<subscript><inst></inst>1<inst></inst></subscript>.
---------------------

Figure 17-3  </inst><title id="fg17_00300.title">Technological Change   (FGS7 Fig 17-3 about here)

--------------------- </para>
<para>New technology can increase costs for two reasons. First, it can routinely provide health levels that were unattainable previously (e.g., <emphasis>HS</emphasis><subscript><inst></inst>2<inst></inst></subscript><superscript><inst></inst>*<inst></inst></superscript> at point <emphasis>E</emphasis><superscript><inst></inst>**<inst></inst></superscript>). It may require much more drug use and possibly increased use of <emphasis>M,</emphasis> as well. When health improvements are dramatic or when drugs treat serious conditions that were not treatable previously, cost concerns are likely to be far less troublesome than those leading to only marginal improvements in health.</para>
<para>The second cost pressure comes from insurance. As we have seen, a patient with a constant copayment will not face any price increases of the new drug. Assume that the slope of the budget line in <link linkend="fg17_00300" preference="0" type="backward">Figure <xref linkend="fg17_00300" label="17-3"><inst>17-3</inst></xref></link> reflects the patient’s copayment of $5 and the patient moves from <emphasis>E</emphasis> to <emphasis>E</emphasis><superscript><inst></inst>*<inst></inst></superscript>. If the price of the new drug is high enough, the total cost of care at <emphasis>E</emphasis><superscript><inst></inst>*<inst></inst></superscript> could be substantially higher than total costs at the original equilibrium at <emphasis>E.</emphasis></para>
<para>For conventional goods, where the consumer pays the entire price out of pocket, such technological changes will not be introduced because they will not be demanded. With insurance, the determination and elimination of cost-inefficient technology are far more difficult. A drug-maker may market a socially cost-inefficient drug successfully simply because it is more convenient for the patient to reduce other services and take more medications at <emphasis>E</emphasis><superscript><inst></inst>*<inst></inst></superscript>.</para></section>
<section id="ch17lev2sec7"><title id="ch17lev2sec7.title">Drug Pricing and Profits</title>
<para>Drug pricing and profitability undoubtedly generate the strongest reactions among the public and the media (see Boxes 17-1 and 17-2). News reports (e.g., “Doctors Denounce Cancer Drug Prices of $100,000 per Year,” New York Times, April 25, 2013) paint pharmaceutical companies as exploiting patients through patents and other strategies that reduce competition. Many studies have found that pharmaceutical profits, as reported in financial statements, are consistently among the highest of all industries.</para>
<para>This relatively high return is often attributed to monopoly power, but the profit picture is far less clear. Conventional accounting methods treat R&D and advertising and promotion as current expenses to be “expensed” even though, like physical investment, they provide returns in future years. Expensing can be thought of as an extreme form of accelerated depreciation where all of the “R&D capital” is used up in one year. It raises rates of return by reducing taxes. When Clarkson (1996) made adjustments to capitalize and depreciate these “investments,” the industry’s return remained higher than average but well below the adjusted returns for the highest industries.</para>
<para>Others argue that if drug R&D is riskier than other types of investments, it requires a higher rate of return to attract capital into the industry. Without trying to sort through all the measurement nuances, it seems reasonable to conclude that pharmaceutical firms earn above normal rates of return but that their profitability has been exaggerated by simple accounting comparisons.</para></section>

<section id="ch17lev2sec8"><title id="ch17lev2sec8.title">Monopoly Pricing</title>
<para>We begin with a firm selling a single product (or a composite of products) at a uniform price to all buyers. <link linkend="fg17_00400" preference="1" type="forward">Figure <xref linkend="fg17_00400" label="17-4"><inst>17-4</inst></xref></link> shows the demand and cost conditions facing the firm. Demand is a negatively sloped curve for several reasons. Even though patients with fixed copayments do not face higher out-of-pocket prices and will have a perfectly inelastic demand, others have more limited coverage or no drug coverage at all. Patients with limited (or no) coverage will likely substitute generic or over-the-counter products as a drug’s price increases. Some may reduce utilization by not complying with the medication regimen. The drug supplier also must consider purchasing decisions by managed care organizations and other large buyers, such as hospitals, which can be sensitive to price changes.

-----------------------


Figure 17-4  </inst><title id="fg17_00400.title">Drug Pricing   (FGS7 Fig 17-4 about here)


------------------------ </para>
<para>On the cost side, the marginal cost of manufacturing and distributing the product is usually relatively low—about half the total cost. R&D and various promotion costs are substantial. In <link linkend="fg17_00400" preference="0" type="backward">Figure <xref linkend="fg17_00400" label="17-4"><inst>17-4</inst></xref></link>, we show the marginal cost (<emphasis>MC</emphasis>) as constant and the average cost (<emphasis>AC</emphasis>), due to high fixed costs of R&D and promotion, as a downward-sloping curve. The profit-maximizing output occurs where <emphasis>MC</emphasis> equals <emphasis>MR,</emphasis> resulting in <emphasis>P<subscript><inst></inst>M<inst></inst></subscript></emphasis> and <emphasis>Q<subscript><inst></inst>M<inst></inst></subscript>.</emphasis> Assuming that the drug supplier earns economic profits, the price must lie above average cost. The shaded rectangle <emphasis>P<subscript><inst></inst>M<inst></inst></subscript>ABC</emphasis> shows economic profits<emphasis>.</emphasis> Consistent with the hypothesized demand and cost structures, the gap between price and the low marginal cost will be large.</para>
<para>The profit-maximizing model also predicts that the difference between price and marginal cost varies inversely with the elasticity of demand. Lu and Comanor (1998) examined pricing decisions on new products, and their findings support profit-maximization. Initial (launch) prices are considerably higher for products that represent large, therapeutic gains than prices for new “me-too” drugs that are similar to available products. Why? Demand will be relatively inelastic for a product that provides significant benefits as compared to other products. Launch prices are also much higher when few branded substitutes exist. This factor similarly reduces a product’s demand elasticity and requires a higher price for profit maximization.</para></section>
<section id="ch17lev2sec9"><title id="ch17lev2sec9.title">Price Discrimination</title>
<para>A firm may be able to increase profits beyond the level described in <link linkend="fg17_00400" preference="0" type="backward">Figure <xref linkend="fg17_00400" label="17-4"><inst>17-4</inst></xref></link>. One of the most interesting features of the pharmaceutical industry is third-degree price discrimination (also known as market segmentation) where different groups of buyers are charged different prices. Before the enactment of Medicare Part D drug benefit legislation, the media routinely ran news stories about American seniors flocking to Mexico, where prices are much lower, to buy drugs. Hospitals or managed care groups are often charged less than retail pharmacies, and prices for drugs used in veterinary medicine can be much lower than prices for similar products packaged for human use.</para>
<para>What accounts for the wide variations in price? One explanation is straightforward. If a firm can distinguish between markets with different demand characteristics, and can also limit arbitrage (third-party resale at lower prices in higher-priced markets), it can increase profits by charging different prices. Assume, for simplicity, that the firm described in <link linkend="fg17_00400" preference="0" type="backward">Figure <xref linkend="fg17_00400" label="17-4"><inst>17-4</inst></xref></link> sells only in the United States and Mexico. <link linkend="fg17_00500" preference="1" type="forward">Figure <xref linkend="fg17_00500" label="17-5"><inst>17-5</inst></xref></link> separates the total demand into the U.S. and Mexican demands. With higher incomes and better insurance, the demand is relatively inelastic in the United States. Assume further that the marginal costs of production and distribution remain constant and are equal in both countries, and that prices are not regulated in either market.</para>
---------------------------------

Figure 17-5  </inst><title id="fg17_00500.title">Price Discrimination  (FGS7 Fig 17-5 about here)

---------------------------------------

<para>Profit maximization occurs where <emphasis>MR</emphasis> equals <emphasis>MC</emphasis> in each market, resulting in quantities <emphasis>Q<subscript><inst></inst>US<inst></inst></subscript></emphasis> and <emphasis>Q<subscript><inst></inst>X<inst></inst></subscript>.</emphasis> Even though marginal revenue will be equal in the United States and Mexico, the price is higher in the market with the less-elastic demand (United States).<footnoteref preference="1" label="4" role="generated" linkend="ch17fn04"/>
 Total profits must be greater than those obtained under uniform pricing.</para></section>
<section id="ch17lev2sec10"><title id="ch17lev2sec10.title">Monopsony Pricing and Price Controls</title>
<para>Price discrimination is not the only possible explanation for price differentials. Prices in some foreign countries can be lower because their governments regulate prices or their national health plan serves as a monopsony buyer. Continuing with <link linkend="fg17_00500" preference="0" type="backward">Figure <xref linkend="fg17_00500" label="17-5"><inst>17-5</inst></xref></link>, suppose that the Mexican government imposes price controls. Conceptually, it can drive price as low as the marginal cost, further increasing the price differential with the United States. Critics charge that by failing to control prices in a similar manner, consumers in the United States bear the burden of the development costs and that the United States subsidizes other countries.</para>
<para>Proposals have been made to limit prices in the United States or even to treat pharmaceutical firms as regulated utilities. Return to <link linkend="fg17_00400" preference="0" type="backward">Figure <xref linkend="fg17_00400" label="17-4"><inst>17-4</inst></xref></link>. It is theoretically possible to reduce price to <emphasis>P<subscript><inst></inst>R<inst></inst></subscript>,</emphasis> raising quantity to <emphasis>Q<subscript><inst></inst>R<inst></inst></subscript>,</emphasis> and enabling the firm to just cover its costs and earn a normal rate of return. However, the administrative complexity of regulating prices of multiproduct firms that are continuously introducing new products is enormous. Consider just the variations of a single product available in different strengths, forms (tablet, liquid), and delivery systems (oral, intravenous, patch, inhaler). In addition, Abbott (1995) found that pharmaceutical firms often set much higher introductory prices under regulation.</para>
<para>The complexity and potential perverse effects of regulation prompt many analysts to conclude that cost containment is better left to private initiatives. They also worry about the damaging effects of price or rate-of-return controls on innovation. We cover both topics later in this chapter.</para></section>
<section id="ch17lev2sec11"><title id="ch17lev2sec11.title">Competition and Generic Entry</title>
<para>Once a patent expires, other firms can enter the market. Entry barriers are considerably lower than those for new product development, and the 1984 Drug Price Competition and Patent Restoration Act further eased requirements. The act replaced the safety and efficacy testing under the 1962 amendments with much less costly bioequivalence tests. If the generic is approved, the FDA certifies it as “therapeutically equivalent” to the branded version. The new legislation has greatly increased generic applications, and as one would expect, firms target those markets with the greatest opportunities, in particular large markets and those where drugs treat chronic conditions (Bae, 1997).</para>
<para>What happens to prices and market shares after generic entry? Wiggins and Maness (2004) estimated an 83 percent drop in prices of anti-infectives (e.g., penicillins, tetracyclines) as the number of sellers increases from 1 to between 6 and 15, with further drops in price as more firms enter the market. This conventional finding on the impact of entry runs counter to a more complex story that had been developed for pharmaceutical pricing. Previously, Grabowski and Vernon (1992) examined 18 drugs that first experienced generic competition after the 1984 act. Generics captured one-half of their markets within two years. Surprisingly, though, as generic prices were falling, brand producers were raising theirs and widening the price gap over time. This phenomenon, corroborated by Frank and Salkever (1997), suggested that generics were not viewed as close substitutes by some patients or their providers. Pioneer firms can retain some monopoly power by capitalizing on the brand loyalty and relatively inelastic demand of this group. That is, as generics siphon off price-sensitive patients, the price-insensitive ones are left. The pioneer takes advantage of this market segmentation by raising brand-name prices for its loyal customers. (Pioneers can even introduce their own generic versions to compete in the generic segment.) We will return to the demand for generic substitutes in the section on cost containment.</para></section></section>
<section id="ch17lev1sec3"><title id="ch17lev1sec3.title">Research and Development (R&D) and Innovation</title>
<para>Estimates of the drug industry’s spending on R&D vary widely (Golec and Vernon, 2007), but there is no doubting the large amounts. Domestic R&D expenditures for members of the Pharmaceutical Research & Manufacturers of America (research-based pharmaceutical firms) rose from just over $1.5 billion in 1980 to $41.1 billion in 2015 (PhRMA, 2015), with another $10.1 billion spent abroad. Between 1980 and 1988, their share of domestic sales devoted to domestic R&D increased from 13.1 to 18.3 percent, stabilizing since then in the range of 18-23 percent. Firms would not undertake these investments unless they could gain protection for their work. The patent system provides one method for providing protection.</para>
<para>A patent gives the holder the right to “to exclude others from making, using, or selling the invention.” The usual term for a patent is 20 years, but there are exceptions for drug products through exclusive rights granted by the FDA. To offset partially the delays posed by the long testing and regulatory review period, the Drug Price Competition and Patent Restoration Act of 1984 allows extensions for up to 5 years so long as the total effective patent life does not exceed 14 years. In 1983, Congress also passed the Orphan Drug Act, permitting extensions (and providing other benefits) for drugs designed to treat rare conditions that might otherwise not be profitable.<footnoteref preference="1" label="5" role="generated" linkend="ch17fn05"/>
 The exclusive right granted to KV Pharmaceutical, described in <link olinkend="ch19sb01" preference="0">Box <xref olinkend="ch19sb01" label="19-1"><inst>17-1</inst></xref></link>, falls under this Act.</para>
<para>On the one hand, patents and other legal protections, such as trademarks and copyrights, can lead to monopoly power, which is not in the public interest. On the other hand, a firm would be much less willing to expend millions of dollars on research if others can become free riders by mimicking its innovations. By being first, firms still would invest in R&D but at reduced levels. The question of just how much less is clearly an empirical issue.</para>
<para>Mansfield (1986) estimated that 60 percent of pharmaceutical drugs between 1981 and 1983 would not have been developed without patent protection. This figure is especially dramatic compared to the 11 other industries he sampled. The chemical industry was the only other industry with a substantial impact (30 percent).</para>
<para>Although patent protection has relatively small impacts on most industries, it is critical to pharmaceutical innovation. We, therefore, turn our attention to the determinants of pharmaceutical R&D and a conceptual framework to examine the effects of FDA regulations and patent law on innovations.</para>
<section id="ch17lev2sec12"><title id="ch17lev2sec12.title">Investment Decisions</title>
<para>Net present value analysis provides a simple yet powerful approach to investment decisions. Letting <emphasis>R<subscript><inst></inst>t<inst></inst></subscript></emphasis> and <emphasis>C<subscript><inst></inst>t<inst></inst></subscript> r</emphasis>epresent the revenues and costs in time, <emphasis>t,</emphasis> the net present value <emphasis>NPV</emphasis> of a project is given by:</para>
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<para role="continued">where <emphasis>r</emphasis> is the discount rate or cost of capital and <emphasis>T</emphasis> is the life of the project. Following some of the discussion in the appendix to <link olinkend="ch04" preference="0">Chapter <xref olinkend="ch04" label="4"><inst>4</inst></xref></link>, under the standard decision rule, a project is accepted if the net present value is positive.</para>
<para>Several characteristics of pharmaceutical R&D become apparent if we break <emphasis>NPV</emphasis> into three components representing:</para>
<orderedlist numeration="loweralpha" spacing="normal" inheritnum="ignore" continuation="restarts"><listitem><para><inst>
a.
</inst>The research, testing, and review period (<emphasis>m</emphasis> years)</para></listitem>
<listitem><para><inst>
b.
</inst>The effective period of patent protection <emphasis>(n</emphasis> years) after the product is launched</para></listitem>
<listitem><para><inst>
c.
</inst>The period following patent expiration (<emphasis>s</emphasis> years, where <emphasis>m</emphasis>  <emphasis>n</emphasis>  <emphasis>s</emphasis>  <emphasis>T</emphasis>)</para></listitem></orderedlist>
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<para><emphasis role="strong">a.
b.
c.</emphasis></para>
<para role="continued">In the first component, <emphasis role="strong">a,</emphasis> the firm will not have any revenue and there will be large, negative net cash flows reflecting the high R&D costs.</para>
<para>To offset these costs, a successful project will require even larger positive net cash flows in later years, particularly over the period represented by the second component, <emphasis role="strong">b,</emphasis> the effective patent life. The ability to charge high prices and/or reach large potential markets will have strong positive effects on <emphasis>NPV.</emphasis> Despite potential competition from generics and significant erosion of sales, products still may capitalize on brand recognition, marketing efforts, and new uses to remain successful after patent expiration, the last component, <emphasis role="strong">c.</emphasis></para>
<para>This framework further tells us that regulations and testing procedures that increase costs in the first component reduce <emphasis>NPV</emphasis> and make an investment less attractive. Similarly, <emphasis>NPV</emphasis> is reduced by an increase in the length of the research, testing, and review period, because it must reduce the length of the patent protection period <emphasis role="strong">b.</emphasis> Conversely, changes such as reduced regulation or fast-track laws to lower initial costs and speed up the review process as well as extensions of patent rights each serve to increase <emphasis>NPV.</emphasis></para>
<para>Finally, the risks are important. Projects with higher risks should be discounted at a higher rate or, put another way, high-risk projects need a high rate of return to be viable. To the extent that a firm can reduce risks, for example, by supporting a portfolio of diverse projects or sharing risks through joint ventures with other firms, the discount rate, <emphasis>r,</emphasis> diminishes and the likelihood of investment is increased. This also suggests that large firms have an advantage over smaller firms in R&D.</para></section>
<section id="ch17lev2sec13"><title id="ch17lev2sec13.title">R&D Spending</title>
<para>We have noted the substantial total industry spending on R&D (as well as the slowdown in FDA approvals in recent years). <para>Firm-level analyses of R&D provide some startling figures on costs and their recent growth rates. Focusing on the more significant innovations, DiMasi and colleagues (1991) estimated total costs, computed as capitalized expected costs and discounted at 9 percent, at $231 million in 1987 dollars per new chemical entity that was marketed. Because there is substantial attrition as projects move to successive stages of development, about two-thirds of the cost is attributable to the preclinical phase. In a controversial update covering the late 1990s, DiMasi, Hansen, and Grabowski (2003) estimated average out-of-pocket R&D costs for new chemical entities at $403 million, in year 2000 dollars. This figure reaches $802 million when capitalized at 11 percent.<footnoteref preference="1" label="7" role="generated" linkend="ch17fn07"/>
  <para>Although an accompanying editorial by Frank (2003) supported the study’s high quality, DiMasi’s findings were attacked even prior to their formal publication. Two former editors of the prestigious <emphasis>New England Journal of Medicine</emphasis> (Relman and Angell, 2002) raised serious questions about the innovativeness of the pharmaceutical industry and many of its marketing practices. They further argued that DiMasi misrepresents R&D costs for new drugs, in that new chemical entities account for a minority of newly approved drugs. More recently, Light and Warburton (2005, 2011) have voiced concern about biases and other limitations of the proprietary and confidential survey data used by DiMasi. The accuracy and consistency of such data cannot be independently verified—an important caveat if one believes that pharmaceutical firms have an incentive to overstate development costs.</para>
<para>How do firms recover these formidable amounts? Our understanding of the returns to investment has been aided greatly by the work of Grabowski and Vernon (1994, 1996), which follows sales over the life cycle of a product. Grabowski and Vernon found that a product has an effective patent life of about 9 to 13 years and a market life of about 20 years. Cash flows do not become positive until the third year after launch, and sales peak in the tenth or eleventh year. The most significant finding is that a substantial portion of a company’s revenue and profits come from a few big winners. Only the top 20 percent of new drugs have substantially positive <emphasis>NPV</emphasis>; the <emphasis>NPV</emphasis> of the representative new drug is actually negative. The highly skewed distribution of returns to investment reinforces the firm’s need to diversify by having a large number of drugs under development to reduce risks. It also suggests difficulties for smaller firms that cannot sustain large R&D programs.</para></section>
<section id="ch17lev2sec14"><title id="ch17lev2sec14.title">Firm Size and Innovation</title>
<para>Henderson and Cockburn (1996) ask: “Are the research efforts of larger firms more productive than those of smaller rivals, and if so, why?” They search for evidence of the effects of size on “important” patents granted and find that the returns to size are significant. This result is not surprising, but their contribution lies in distinguishing between “economies of scale” and “economies of scope.” Recall that a firm experiences economies of scale when its long-run average costs decrease with higher output. It has economies of scope if the cost of producing two or more different products is less than the costs of separate production. Earlier work, which did not distinguish between these effects, showed mixed results on the effects of firm size on innovation.</para>
<para>For innovation, these concepts need clarification in that output is not easily or uniquely measured. One approach measures output through patents. Economies of scale arise if patents granted increase more rapidly than the size of an R&D program. Economies of scope occur if a joint program to develop different drugs is more productive than distinct programs.</para>
<para>Henderson and Cockburn found that size is important and that larger programs are more productive. However, it is due more to economies of scope than to economies of scale. There is little gain in increasing the size of an individual program beyond some minimal threshold level. Economies of scope arise when different research activities can share inputs, thus lowering cost. More important, spillovers of knowledge among projects raise overall productivity. The authors also found significant spillovers of information among firms.
More recently, Comanor and Scherer (2013) try to make sense of the wave of large mergers since the late 1990s that has coincided with a period of declining innovation (see also Box 17-1).  Contrary to beliefs that mergers between large firms reverse the declining productivity, the authors argue that such mergers, by pruning “centers of initiaitive and decision-making” probably decrease the “chance that new technological propects will gain large-scale support” (p. 113).  </para>
In addition to mergers, <para>industry also is responding in other ways to raise the productivity of its R&D spending. Strategic alliances have risen sharply. The alliances, often between pharmaceutical and biotech firms, seek to pool efforts to innovate or bring products to the market more successfully. As part of this process, less pharmaceutical R&D is being conducted “in house” as firms look for R&D partners to reduce costs and spread risks. These partners include contract research organizations that are used to conduct clinical trials and, in some cases, to provide a broad range of drug-development services.</para></section>
<section id="ch17lev2sec15"><title id="ch17lev2sec15.title">Prices, Price Regulation, and Innovation</title>
<para>Arguably, no issue is more important to drug policy than the effects of prices on innovation and, by implication, the effects of drug price regulation on innovation and the availability of drugs. Price regulation is often proposed as a means of limiting expenditures on drugs and, as we will describe, many other countries have adopted price controls or other forms of regulation. Should the United States rely largely on markets, even if imperfectly competitive, to determine drug prices and R&D activity, or is there an important policy role for price controls?</para>
<para>The theoretical framework represented by <link linkend="ch17eq04" preference="0" type="backward">equation (<xref linkend="ch17eq04" label="17.4"><inst>17.4</inst></xref></link>) suggests that higher drug prices and larger potential markets should spur R&D and consequently the rate of innovation. Research provides strong evidence supporting these predictions. Vernon (2005) estimates that a price control policy that would lower pre-tax pharmaceutical profit margins to the average of those in non-U.S. markets would lower industry R&D investment by between 23 and 33 percent. Other studies find a consistent and substantial direct relationship between higher real drug prices and increased innovation.<footnoteref preference="1" label="8" role="generated" linkend="ch17fn08"/>
</para>
<para>In analyses of drug launches, Danzon and colleagues (2005) investigated the number of launches and launch delays for 85 important new drugs in 25 countries over the period 1994–1998. The United States led all countries with 73 launches (Japan was lowest with 13). Higher expected prices and greater market size increase the number of launches and reduce launch delays.</para>
<para>The literature is clear on the adverse effects of price regulation on R&D investment, innovation, access to new drugs, and delays in availability. Are there benefits from regulation, such as increased access due to lower prices and reductions in expenditures, which could offset these adverse effects? Or, better yet, are there structural changes to the drug industry that could promote marginal cost pricing while maintaining high rates of innovation? There is considerable ongoing effort to answer these important questions.</para></section></section>
<section id="ch17lev1sec4"><title id="ch17lev1sec4.title">Cost Containment</title>
<para>The rapid growth in drug expenditures has led to great policy interest in cost containment. President Clinton’s proposed 1993 health care reform plan included a mechanism to regulate prices through caps geared to prices in other countries and to producer costs. Despite questionable methods, a series of government reports in the early 1990s, indicating that U.S. prices were higher than prices in Canada and the United Kingdom, intensified interest in drug price controls.</para>
<para>We already have addressed some of the difficulties of regulating prices for large numbers of constantly changing products. We also have addressed the problems of recovering common costs. If prices are driven toward marginal costs, R&D investment and the resulting innovation and access to new drugs may decrease, to the detriment of the public’s welfare. Many countries have introduced various forms of regulation to rein in spending. Western European countries tend to control either producers’ prices or reimbursement rates while England has a profit control system. In the United States, Medicaid programs “discount” prices and impose restrictions on utilization. The federal government also discounts prices for drugs purchased by the Department of Veterans Affairs and other federal agencies.</para>
<para>U.S. consumers purchase most outpatient drugs either out of pocket or with private insurance (Medicare’s coverage for outpatient prescriptions started only in 2006). We, therefore, turn to the cost-containment efforts of the private sector, especially those introduced through managed care. These efforts include price discounting and the exercise of monopsony power, much like their public insurance counterparts. To narrow our discussion, we will describe three other strategies: higher copayments (often through multiple tiers of cost sharing), use of generic drugs, and the adoption of drug formularies.</para>
<section id="ch17lev2sec16"><title id="ch17lev2sec16.title">Copayments</title>
<para>A higher copayment seems simple and straightforward, intended to shift a larger share of the cost burden to the patient and to decrease consumption of marginally beneficial drugs. Moreover, under many current copayment plans, prescription drugs cost only a small fraction of their over-the-counter substitutes.</para>
<para>A higher copayment may also produce other results. Recall from <link linkend="fg17_00200" preference="0" type="backward">Figure <xref linkend="fg17_00200" label="17-2"><inst>17-2</inst></xref></link> that an increase in the out-of-pocket cost of a drug will decrease its use as patients substitute other inputs for drugs.</para>
<para>With no substitutability, use of drugs remains unchanged; only the distribution of the costs between patients and insurers is affected. As we noted earlier in the chapter, if significant substitutability among treatments is possible, the total health care cost could increase as inefficient cost-minimization combinations are selected.</para>
<para>However, when generic (multiple-source drugs) substitutes are available, strategies involving differential copayments for brand products offer the potential for substantial shifts toward lower-priced generics without affecting overall utilization. Many managed care plans now have three or more tiers of cost sharing in which the patient pays, for example, $7 for a generic drug, $15 for a brand-name product on an approved list (formulary), and more if it is not found on the formulary.<footnoteref preference="1" label="9" role="generated" linkend="ch17fn09"/>
 Patients and providers who consider the generic a close substitute will choose the generic.</para>
<para>The key question is whether there will be a large substitution toward generics. Motheral and Henderson (1999) examined two plans with tiered systems that increased brand-name copayments more than copayments for generics. They found little effect on total drug utilization. However, utilization of brand-name products decreased about 18 percent relative to a control group that had no price increases. This substitution produced substantial savings to the health plans.</para>
<para>Other evidence for a wider set of drug benefit arrangements is even more revealing. From a sample of over 400,000 working-age adults, Joyce and colleagues (2002) found that doubling copayments for all drugs from $5 to $10 reduced average drug spending by 22 percent, and by about one-third when copayments were doubled in two-tier plans. Adding a second $20 tier for brand-name drugs that previously had a $10 copayment for all drug purchases reduced spending by 19 percent. Drug spending was also reduced by 8 percent in two-tier plans that mandated generic substitution as compared to those that did not mandate such substitution. Numerous analyses of the Medicare Part D plan (discussed in <link olinkend="ch21" preference="0">Chapter <xref olinkend="ch21" label="21"><inst>21</inst></xref></link>) show that 100 percent copayments in the so-called “doughnut hole” lead to substitution of generic drugs for brand name drugs, and on occasion for the patient to reduce frequency or even stop taking the drugs.</para>
<para>Finally we caution that higher copayments and other cost-sharing schemes not only reduce costs, but also change treatment. Goldman et al. (2004) found substantial decreases in utilization within the most common drug classes from a doubling of copayments. Reductions ranged from a low of 25 percent for antidiabetics to highs of 44 percent for antihistamines and 45 percent for nonsteroidal anti-inflamatory drugs (NSAIDS). Utilization for those with chronic illnesses was less responsive to the copay increases. Nevertheless, the authors were concerned about the health effects of the large reductions, especially for patients with diabetes.</para>
<para>The cost-sharing literature reinforces this concern. Gibson and colleagues (2005) concluded that these arrangements generally work as intended—by encouraging generic use and limiting overuse. But their study also found reports that higher cost sharing can also disrupt treatment through lower levels of adherence, lower use of essential medicines, and, in some cases, drug discontinuation.</para>
<para>Philipson and colleagues (2010) highlight the potential for such problems by studying patients with acute coronary syndrome who underwent stent implantation. Patients with high cost-sharing were less likely take antiplatelet drugs (a highly effective therapy) following the implantation and more likely to discontinue their use within the first year. As a result, these patients experienced worse outcomes and had higher total costs due to increased re-hospitalization.</para></section>
<section id="ch17lev2sec17"><title id="ch17lev2sec17.title">Generic Substitutes</title>
<para>With the expiration of patents on some important drugs and the cost-containment efforts made by many plans, about 83 percent of the prescriptions written in 2015 were filled with unbranded generic drugs—up from 50 percent in 2005. The percentage of generics for multiple-source products was likely to be much higher. Many top-selling drugs now have generics. With generic prices considerably below their brand-name counterparts and FDA certification of their therapeutic equivalence, one would expect little resistance to generic versions from physicians and their patients. This has not always been so.</para>
<para>Interest in promoting generic products has a long history. Most states passed antisubstitution laws after World War II, prohibiting pharmacists from substituting a generic for a prescribed brand, but mounting cost pressures led to reforms. In 1970, Massachusetts became the first state to legalize drug product selection and, by the end of the decade, most others followed. Despite the potential for cost saving, an early study of Michigan’s substitution laws was revealing (Goldberg et al., 1979). After 1974, substitution by a pharmacist was allowed unless the doctor wrote “dispense as written” or “DAW,” but physicians wrote relatively few prescriptions with this restriction. However, pharmacists provided substitutions for less than 2 percent of all multiple-source prescriptions.</para>
<para>Substitution has increased well beyond the levels of the 1970s, but stood at just 19 percent in 1984, when the Hatch-Waxman Act of 1984 passed. The legislation allows a generic producer to file an abbreviated new drug application and to use the pioneer company’s clinical research. Since then, efforts by managed care and other third-party payers have greatly increased generics’ share of the prescription drug market.
Therapeutic drug substitution, a practice widely opposed by physician organizations, is a different though related phenomenon.  Therapeuitic substitution would replace the prescribed drug with a chemically different drug from the same drug class that is expected to produce equivalent clinical effects.  Johansen and Richardson (2016) found that spending on branded drugs could be substantially reduced under therapeutic substitution with much of the savings concentrated in a small number of drug classes.</para></section>
<section id="ch17lev2sec18"><title id="ch17lev2sec18.title">Drug Formularies</title>
<para>Managed care’s strong financial interest in cost containment has led to policies that go well beyond copayment strategies to promote generics. Many plans monitor physicians and require substitution when generics are available. Many also use pharmacy benefit managers to negotiate discounts and improve the efficiency of their claims-processing and pharmacy operations. They are increasingly adopting other methods such as drug-utilization review programs and lower-cost, mail-order sources for prescriptions. One of the most ambitious and controversial strategies, however, involves the use of formulary committees to develop a list of approved drugs. A positive formulary restricts the choice of drugs to those on the list. A negative formulary excludes drugs on a list.</para>
<para>The formulary review and approval process can be elaborate, dealing not only with generic substitution but also with recommendations of different drugs to treat a condition. Ideally, the review committee will periodically review all drugs in each therapeutic class for their clinical effectiveness, safety, and cost. Mather (1999) observes that, when properly implemented, the formulary can be an effective and well-accepted tool. If drug-product decisions are based largely on cost instead of clinical outcomes, Mather suggests that “the health system may experience higher overall costs and the pharmacy benefit may be sharply criticized by health plan providers, enrollees, and suppliers wishing to see their products on the list” (p. <link role="pageref" preference="0"><inst></inst>277</link>).</para>
<para>The widespread adoption of formularies has elevated the importance of pharmacoeconomic analyses. Pharmaceutical firms face strong pressure to provide clinical and economic data that justify their inclusion in the formulary. Formulary committee members require the skills to compare, interpret, and analyze data from many different sources and to justify their decisions. They are under especially great pressure from both patients and providers when new and improved drugs come onto the market.
Reference Pricing

Reference pricing is not new but it has received considerable attention in recent years.  There are two forms of reference pricing.  External reference pricing involves international price comparisons that some countries use as a benchmark to control drug prices or negotiate prices for products protected by patents.  Ruggeri and Nolte (2013), describe the variations in the strategies of those highly developed countries (e.g., Canada, France, and Germany) that have adopted external reference pricing.  

Internal reference pricing is used within countries.  Here, a third-party payer establishes the reimbursement rate, or reference price, for drugs within a therapeutic class.  It will often be the lowest priced drug in that class (Lee, et al., 2012).  Because patients are responsible for the difference between the reference price and the price of the drug, firms have an incentive to limit prices.  
In their review of the recent literature, Lee and colleagues concluded (p. e434) that reference pricing  “… reduced drug prices, increased utilization of and adherence to target drugs, and promoted switching behavior from expensive products to alternatives at or below the reference price.”  They also found that it significantly reduced patients’ costs as well overall payer costs.  Their review suggests that reference pricing should be more widely considered for the United States which has only limited experience with this strategy.  
</para></section></section>
<section id="ch17lev1sec5"><title id="ch17lev1sec5.title">New Drugs and Health Care Spending</title>
<para>It might appear from the material presented that drug spending in the United States has gone beyond any level that analysts might consider reasonable or efficient. If so, then the United States is not alone among developed countries. As measured by the percent of health spending devoted to drugs, the United States actually ranks below many other industrial countries (though it is the biggest spender in absolute dollars). Many factors account for the wide variations in shares across countries in addition to price differences. These include differences in physician practice patterns, cultural attitudes toward drugs, licensure laws, and insurance and other financial arrangements (physicians are permitted to dispense drugs in some countries). All nations are dealing with the same pressures and the need to find mechanisms to promote cost-efficient use of drugs and other health care inputs. After all, the most important economic question is the value of drugs in producing health.</para>
<para>Fortunately, economists have addressed this question. Frech and Miller (1999) took advantage of the wide differences in drug utilization and health status across 21 OECD countries to investigate the productivity of drugs, other medical inputs, wealth, and lifestyle. They used regression analysis with alternative measures of a nation’s health status as the dependent variable. Independent variables included a country’s wealth, pharmaceutical spending per capita, other health spending per capita, and various lifestyle indicators.</para>
<para>Some of the findings are consistent with our analyses in previous chapters. Wealth, measured by GDP per capita, showed significant and positive effects on life expectancy. A doubling of GDP increases life expectancy by 6 percent effect at age 40 and by 9 percent at age 60. The consumption of animal fat, the most important lifestyle variable, has positive effects on life expectancy at birth, age 40, and age 60 up to certain levels of consumption (92, 78, and 70 grams per day, respectively). Nonpharmaceutical inputs showed no statistically significant effects at any of the three age levels.</para>
<para>Pharmaceutical spending per capita has strong positive effects on life expectancy. A doubling of drug spending increases life expectancy by 2 percent at age 40 and 4 percent at age 60. The lifetime pharmaceutical cost of extending life by one year in the United States for males and females at age 40 are $21,000 and $23,000, and about $17,000 and $19,000 at age 60. 
<para>Subsequent research generally showed that newer drugs are well worth the extra cost. In Lichtenberg’s (2007b) analysis of individual medical conditions, reducing the age of drugs used in treatment reduces nondrug spending by a factor of 7.2 (8.3 for the Medicare population) relative to the increased drug spending. The bulk of the savings (i.e., offset effects) come from reduced hospitalization. Lichtenberg (2008) also examined data for 20 OECD countries specifically for cardiovascular disease. Cardiovascular disease is the leading cause of hospitalization and death in many nations. The adoption of newer drugs reduced the cardiovascular age-adjusted mortality rate and number of hospital days (through lower hospitalization rates and lengths of stay). The per capita savings on hospital stays ($89 in 2004) from adoption of the new drugs was 3.7 times as large as the increase in per capita spending for cardiovascular drugs ($24).<footnoteref preference="1" label="10" role="generated" linkend="ch17fn10"/>

THE ACA AND THE PHARMACEUTICAL INDUSTRY
The Affordable Care Act (ACA) has nearly 50 provisions that directly impact the pharmaceutical industry (Milne and Kaitin, 2010).  Some are discussed in Chapter 23 while others are too narrowly focused to be covered here.  At this point, we note that the pharmaceuticals face two significant and costly provisions. First, an annual fee is imposed on makers of brand name drugs. The fee is determined through a complex formula but it began at $2.5 billion in 2011. Second, seniors who are enrolled in a Medicare prescription drug plan receive substantial discounts on brand-name drugs and lesser discounts on generics when they reach the “doughnut hole.” (The “dounut hole” is the range over which drug coverage ends and before catatrophic coverage begins).  These discounts cost the industry about $2 billion per year


What about the gains? One of the biggest benefits is not immediately obvious. Many supporters of health care reform in the United States favored a bill that would have allowed the Department of Health and Human Services to negotiate the prices of all drugs purchased by Medicare beneficiaries. In exchange for the industry’s support of reform, and to gain support from a major organization representing the elderly, Congress dropped any such provision from the legislation that President Obama ultimately signed in 2010.  In other words, the industry dodged a major threat to its profitability.


Other benefits include grants for projects that can lead to major advances in basic research and to “high need cures,” as well as tax credits to smaller companies to develop new therapies. The largest and most obvious gain, however, comes from the millions of previously uninsured consumers that will be covered by private insurance or an expanded Medicaid program.  According to one estimate, the ACA will contribute $115 billion in sales and $45 billion in additional profits over the coming decade. 
 The industry appears to be a net winner under the ACA.
</para></section>
<section id="ch17lev1sec6"><title id="ch17lev1sec6.title">Conclusions</title>
<para>Our overview of the pharmaceutical industry focused on individual provider and patient decisions, firm pricing and investment decisions, and public policy issues in regulation and cost containment. Throughout, we have emphasized the use of basic economic tools to simplify and make sense of complex problems.</para>
<para>Pharmaceutical companies and their profits are highly visible and they make convenient targets. However, newer drugs appear to lower mortality and produce net reductions in health care spending. Careful research thus cautions against ill-conceived proposals to limit the availability of drugs and to contain drug spending.
The drug industry is experiencing profound change as a result of mergers between large firms, the declining productivity of its R&D, and the effects of many ACA provisions.  The industry appears to be a ‘winner’ under the ACA but it is still difficult to project whether ‘Big Pharma’ will continue to thrive.  Spending on presription drugs has levelled off in recent years but the industry still has many critics and a negative public image.  With cost control a never-ending challenge under health care reform, the industry will likely face continuing legislative attempt to control prices and limit its profitability.</para>
<title id="ch17sum01.title">Summary</title>
<orderedlist numeration="arabic" spacing="normal" inheritnum="ignore" continuation="restarts"><listitem><para><inst>
1.
</inst>In 2014, prescription drug spending accounted for 9.8 percent of national health care spending, up from 8.8 percent in 2000 and 4.7 percent in 1980.</para></listitem>
<listitem><para><inst>
2.
</inst>The pharmaceutical industry is characterized by significant barriers to entry and substantial regulation. The industry has been regulated since 1906, but 1962 legislation had the most profound effects.</para></listitem>
<listitem><para><inst>
3.
</inst>Pharmaceuticals substitute for health and nonhealth inputs in the production of health. A rational patient will select least-cost input combinations. Relative changes in a patient’s out-of-pocket costs resulting from insurance will lead to substitution of drugs for other health care inputs or vice versa.</para></listitem>
<listitem><para><inst>
4.
</inst>Technological change, even when the benefits are marginal, is often cost-increasing due to insurance.</para></listitem>
<listitem><para><inst>
5.
</inst>Pharmaceutical firms earn higher-than-normal profits, but the extent of their profits is exaggerated by conventional accounting data.</para></listitem>
<listitem><para><inst>
6.
</inst>Opportunities are substantial for price discrimination. Markets, or groups of buyers, with inelastic demand will pay higher prices.</para></listitem>
<listitem><para><inst>
7.
</inst>Generic products often capture a significant share of the market following patent expiration. Nevertheless, through effective marketing and promotion, trade names still can retain a monopoly premium.</para></listitem>
<listitem><para><inst>
8.
</inst>R&D spending is substantial, and a firm’s profits often depend on a few big winners. Firms need to earn substantial amounts over the effective life of a patent to justify the risks.</para></listitem>
<listitem><para><inst>
9.
</inst>Larger R&D programs are more productive than smaller programs. Economies of scope play an important role.</para></listitem>
<listitem><para><inst>
10.
</inst>Price regulation reduces investment in R&D, the rate of innovation, and the number of drug launches.</para></listitem>
<listitem><para><inst>
11.
</inst>Price regulation, rate-of-return regulation, and national formularies, and reference pricing are used in other countries to contain costs. In the United States, higher copayments, the promotion of generic substitutes, and other managed-care strategies, such as drug formularies, have been adopted.</para></listitem>
<listitem><para><inst>
12.
</inst>Higher copayments encourage substitution toward generics as well as a decrease in overall utilization. In some cases, they may also lead to disruptions in treatment.</para></listitem>
<listitem><para><inst>
13.
</inst>Spending on drugs in the United States is not out of line compared to other developed countries.</para></listitem>
<listitem><para><inst>
14.
</inst>Drugs are highly productive in improving health compared to other medical inputs. New drugs reduce health care costs, largely through reduced hospitalization, relative to the additional cost of these drugs.
  15. The pharmaceutical industry is affected by many provisions of the ACA.  The revenues coming from the additional insured consumers are likely to more than offset offset the costs of the concessions made by the industry. </para></listitem></orderedlist></summary><problemset id="ch17ps01" role="qonly">
<supertitle id="ch17ps01.supertitle">Discussion Questions</supertitle>
<general-problem id="ch17ps01gen001" label="1" maxpoints="1"><inst>
1.
</inst><question id="ch17ps01q001"><para>Explain and distinguish between the “concentration ratio” and the “HHI.” What are the limitations of these measures within the context of the pharmaceutical industry?</para></question></general-problem>
<general-problem id="ch17ps01gen002" label="2" maxpoints="1"><inst>
2.
</inst><question id="ch17ps01q002"><para>Direct-to-consumer (DTC) advertising of prescription drugs has grown rapidly. List several products with which you have become familiar as a result of such advertising. Discuss the pros and cons of DTC advertising from the perspective of physicians and patients.</para></question></general-problem>
<general-problem id="ch17ps01gen003" label="3" maxpoints="1"><inst>
3.
</inst><question id="ch17ps01q003"><para>Use <link linkend="fg17_00100" preference="0" type="backward">Figure <xref linkend="fg17_00100" label="17-1"><inst>17-1</inst></xref></link> to explain how an isoquant can be positively sloped. Under what circumstances may a patient actually end up in the positively sloped region (e.g., at point <emphasis>H</emphasis>)?</para></question></general-problem>
<general-problem id="ch17ps01gen004" label="4" maxpoints="1"><inst>
4.
</inst><question id="ch17ps01q004"><para>Regulation is often proposed (and widely used in other countries) to limit prices or profits. Discuss possible adverse effects of regulating prescription prices. In light of your discussion, what accounts for the strong pressure in many countries, including the United States, to regulate prices?</para></question></general-problem>
<general-problem id="ch17ps01gen005" label="5" maxpoints="1"><inst>
5.
</inst><question id="ch17ps01q005"><para>What are barriers to entry? Describe three potential barriers in the pharmaceutical industry. What are some consequences of these barriers?</para></question></general-problem>
<general-problem id="ch17ps01gen006" label="6" maxpoints="1"><inst>
6.
</inst><question id="ch17ps01q006"><para>In 2004, Congressman Dennis Kucinich proposed the Free Market Drug Act. This legislation would have removed patent protection on drugs developed with public funds and given control over pharmaceutical R&D to the National Institutes of Health (NIH). Evaluate this type of proposal in terms of the effects on price, competition, and level of innovation.</para></question></general-problem>
<general-problem id="ch17ps01gen007" label="7" maxpoints="1"><inst>
7.
</inst><question id="ch17ps01q007"><para>There are wide differences across countries in the share of health resources spent on drugs. Describe possible economic and noneconomic factors that may contribute to the variation.</para></question></general-problem>
<general-problem id="ch17ps01gen008" label="8" maxpoints="1"><inst>
8.
</inst><question id="ch17ps01q008"><para>Direct-to-consumer advertising has been criticized for possibly misleading patients and for increasing spending on drugs. Discuss the benefits and costs of DTC advertising.</para></question></general-problem>
<general-problem id="ch17ps01gen009" label="9" maxpoints="1"><inst>
9.
</inst><question id="ch17ps01q009"><para>Media reports often show much higher drug prices in the United States than in other countries. Analyses by economists often show that the price differential is not as large. Describe some possible problems in comparing domestic with foreign drug prices.
10. Consider the information in Box 17-2.  Are the CEOs of Turing,Valeant or other firms seeking profitable opportunities by purchasing generics and subsequently raising prices just engaging in good business strategies?  Are they improving social welfare in the sense that economists use this concept? </para></question></general-problem></problemset><problemset id="ch17ps02" role="qonly">
<supertitle id="ch17ps02.supertitle">Exercises</supertitle>
<general-problem id="ch17ps02gen001" label="1" maxpoints="1"><inst>
1.
</inst><question id="ch17ps02q001"><para>Use <link linkend="fg17_00200" preference="0" type="backward">Figure <xref linkend="fg17_00200" label="17-2"><inst>17-2</inst></xref></link> to explain why cost minimization through a tangency between an isoquant and a budget line does not apply in cases where <emphasis>D</emphasis> and <emphasis>M</emphasis> are either perfect complements or perfect substitutes. Describe the cost-minimization process and the effects of changes in the relative prices of <emphasis>D</emphasis> and <emphasis>M</emphasis> in these special cases.</para></question></general-problem>
<general-problem id="ch17ps02gen002" label="2" maxpoints="1"><inst>
2.
</inst><question id="ch17ps02q002"><para>Assume that a patient has 80 percent coverage for medical services but no coverage for prescription drugs. An 80 percent drug benefit is added. Show graphically what will happen to the relative utilization of <emphasis>M</emphasis> and <emphasis>D,</emphasis> and total spending on health care, to attain a given health status. What happens to the amount spent on drugs (insurance plus patient amounts)? Why will total spending on health care diminish when the 80 percent drug benefit is added?</para></question></general-problem>
<general-problem id="ch17ps02gen003" label="3" maxpoints="1"><inst>
3.
</inst><question id="ch17ps02q003"><para>A pharmaceutical firm faces the following monthly demands in the U.S. and Mexican markets for one of its patented drugs:</para>
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<informalequation id="ch17if05"><mediaobject float="0"><textobject role="xpressmath"></textobject></mediaobject></informalequation>
<para role="continued">where quantities represent the number of prescriptions. Assume that resale or arbitrage among markets is impossible and that marginal cost is constant at $2 per prescription in both markets. Monthly fixed costs are $1 million in the United States and $500,000 in Mexico.</para>
<orderedlist numeration="loweralpha" spacing="normal" inheritnum="ignore" continuation="restarts"><listitem><para><inst>
(a)
</inst>Draw the demand, marginal revenue, and marginal cost curves for each market. Estimate the profit-maximizing prices and quantities graphically and/or determine the solutions algebraically. What are the firm’s total profits?</para></listitem>
<listitem><para><inst>
(b)
</inst>Determine the quantity in each market and maximum possible total profits if the firm engages in perfect (first degree) price discrimination. Is this behavior possible?</para></listitem></orderedlist></question></general-problem>
<general-problem id="ch17ps02gen004" label="4" maxpoints="1"><inst>
4.
</inst><question id="ch17ps02q004"><para>Assume that the firm in Exercise 3 cannot prevent resale and is forced to set the same price in both markets. Find the price graphically and/or algebraically and show that total profits are less than those from part 3a.</para></question></general-problem>
<general-problem id="ch17ps02gen005" label="5" maxpoints="1"><inst>
5.
</inst><question id="ch17ps02q005"><para>For your answer in 3a:</para>
<orderedlist numeration="loweralpha" spacing="normal" inheritnum="ignore" continuation="restarts"><listitem><para><inst>
(a)
</inst>Calculate the price elasticity of demand in each market at the optimal price.</para></listitem>
<listitem><para><inst>
(b)
</inst>Verify that the prices and elasticities are consistent with the profit-maximizing formula given in footnote 4.</para></listitem>
<listitem><para><inst>
(c)
</inst>Why are both elasticities fairly close to unity? (Hint: Think about the requirement for profit maximization when marginal cost is zero.)</para></listitem>
<listitem><para><inst>
(d)
</inst>If a firm finds that its price elasticity is numerically less than one, what advice would you have?</para></listitem></orderedlist></question></general-problem>
<general-problem id="ch17ps02gen006" label="6" maxpoints="1"><inst>
6.
</inst><question id="ch17ps02q006"><para>Consider only the U.S. market from Exercise 3. Graph solutions to parts 6a and 6b using the demand, average cost, and marginal cost curves. Also try to develop the answers algebraically.</para>
<orderedlist numeration="loweralpha" spacing="normal" inheritnum="ignore" continuation="restarts"><listitem><para><inst>
(a)
</inst>Price regulation is proposed. Find the regulated price that enables the firm to cover all its costs. Caution! There are two mathematical solutions. Which one will regulators prefer?</para></listitem>
<listitem><para><inst>
(b)
</inst>Find also the economically efficient price (i.e., one that is consistent with marginal cost pricing). What subsidy per prescription is required to enable the firm to cover all its costs?</para></listitem></orderedlist></question></general-problem>
<general-problem id="ch17ps02gen007" label="7" maxpoints="1"><inst>
7.
</inst><question id="ch17ps02q007"><para>Compare your results in Exercises 6a and 6b with the profit-maximizing solution for the United States obtained in Exercise 3a. Explain which of the three alternatives you would prefer if you were responsible for public policy. Be sure to consider some of the problems of regulating prices.</para></question></general-problem>
<general-problem id="ch17ps02gen008" label="8" maxpoints="1"><inst>
8.
</inst><question id="ch17ps02q008"><para>Many insurance companies increased premiums by 15 percent or even more in the early years after 2000, blaming soaring pharmaceutical costs for their premium increases. Evaluate the validity of this justification. (Hint: Consider spending on pharmaceuticals as a share of national health expenditures.)</para></question></general-problem></problemset></section></chapter></etmfile>
(Figures are the same as FGS-7)
<figure id="fg17_00100" label="17-1" float="1" prefix="Figure"><inst>Figure 17-1  </inst><title id="fg17_00100.title">Substitution Between Drugs and Other Medical Inputs</title><mediaobject float="0"><imageobject><imagedata fileref="FG_17_001.eps" width="256" depth="256"/></imageobject></mediaobject></figure>
<NOXMLTAGINDOC> <DOCPAGE NUM="351"> <ART FILE="FG_17_001.eps" W="249.094pt" H="236.536pt" XS="100%" YS="100%"/> </DOCPAGE> </NOXMLTAGINDOC>

<figure id="fg17_00200" label="17-2" float="1" prefix="Figure"><inst>Figure 17-2  </inst><title id="fg17_00200.title">Cost Minimization</title><mediaobject float="0"><imageobject><imagedata fileref="FG_17_002.eps" width="256" depth="256"/></imageobject></mediaobject></figure>
<NOXMLTAGINDOC> <DOCPAGE NUM="352"> <ART FILE="FG_17_002.eps" W="314.352pt" H="257.255pt" XS="100%" YS="100%"/> </DOCPAGE> </NOXMLTAGINDOC>

<figure id="fg17_00300" label="17-3" float="1" prefix="Figure"><inst>Figure 17-3  </inst><title id="fg17_00300.title">Technological Change</title><mediaobject float="0"><imageobject><imagedata fileref="FG_17_003.eps" width="256" depth="256"/></imageobject></mediaobject></figure>
<NOXMLTAGINDOC> <DOCPAGE NUM="353"> <ART FILE="FG_17_003.eps" W="313.352pt" H="288.992pt" XS="100%" YS="100%"/> </DOCPAGE> </NOXMLTAGINDOC>

<figure id="fg17_00400" label="17-4" float="1" prefix="Figure"><inst>Figure 17-4  </inst><title id="fg17_00400.title">Drug Pricing</title><mediaobject float="0"><imageobject><imagedata fileref="FG_17_004.eps" width="256" depth="256"/></imageobject></mediaobject></figure>
<NOXMLTAGINDOC> <DOCPAGE NUM="355"> <ART FILE="FG_17_004.eps" W="402.554pt" H="310.232pt" XS="100%" YS="100%"/> </DOCPAGE> </NOXMLTAGINDOC>

<figure id="fg17_00500" label="17-5" float="1" prefix="Figure"><inst>Figure 17-5  </inst><title id="fg17_00500.title">Price Discrimination</title><mediaobject float="0"><imageobject><imagedata fileref="FG_17_005.eps" width="256" depth="256"/></imageobject></mediaobject></figure>
<NOXMLTAGINDOC> <DOCPAGE NUM="356"> <ART FILE="FG_17_005.eps" W="407.439pt" H="213.481pt" XS="100%" YS="100%"/> </DOCPAGE> </NOXMLTAGINDOC>

� <footnote id="ch17fn01" label="1"><inst</inst><para>Thalidomide still is marketed with a warning on pregnancy. It is used to treat a skin condition caused by leprosy and to treat multiple myeloma, a cancer of plasma cells.</para></footnote>


� <footnote id="ch17fn02" label="2"><inst></inst><para>The legislation also gave the FDA authority over the manufacturing process and extended testing requirements to include generic drugs and drugs that are similar to available products (“me-too” drugs). It also transferred regulation of drug advertising for prescription products from the Federal Trade Commission to the FDA.</para></footnote>


� <footnote id="ch17fn03" label="3"><inst></inst><para>The terms <emphasis>efficacy</emphasis> or <emphasis>effective,</emphasis> as used by the FDA, mean that a drug has positive effects compared to a placebo. Efficacy does not imply that the product is cost-effective or that it meets other economic criteria for efficiency.</para></footnote>


� <footnote id="ch17fn04" label="4"><inst></inst><para>A convenient formula for profit maximization is:


� EMBED Equation.3  ���<inlineequation id="ch17ie04"><inlinemediaobject><textobject role="xpressmath"></textobject></inlinemediaobject></inlineequation>


where <emphasis>E<subscript><inst></inst>P<inst></inst></subscript></emphasis> is the algebraic value of the price elasticity of demand. With the same <emphasis>MC</emphasis> in both markets, price must be higher when demand is less elastic (e.g., –2 versus –4).</para></footnote>


� <footnote id="ch17fn05" label="5"><inst></inst><para>Schweitzer (1996) describes the incentives provided by the act and how they have led to a large number of products given orphan status. He argues, however, that the act does little to help populations in developing countries who suffer from diseases that are rare in the developed world. Together with the high cost of many existing drugs, the responsibility of industrialized nations and the pharmaceutical industry to poorer nations is an ongoing issue.</para></footnote>


� <footnote id="ch17fn07" label="7"><inst></inst><para>See also DiMasi and colleagues (2005) and the Tufts Center for the Study of Drug Development (<ulink url="http://csdd.tufts.edu/news/complete_story/internal_news—accessed">http://csdd.tufts.edu/news/complete_story/internal_news—accessed</ulink> April 21, 2011) for responses to these concerns. Citing updated work by Dimasi and colleagues (2014), the industry currently uses a value of $2.6 billion as the cost of developing a new drug (PhRMA, 2015) including “failures and capital costs.”</para></para></footnote>


� <footnote id="ch17fn08" label="8"><inst></inst><para>The elasticity of innovation with respect to drug prices is about 0.6 (Giaccotto, Santerre, and Vernon, 2005, and Lichtenberg, 2007a).</para></footnote>


� <footnote id="ch17fn09" label="9"><inst></inst><para>Many Medicare Part D plans, and some commercial plans, have introduced four-tiered systems in which the fourth tier is reserved for certain expensive drugs including biologic drugs used to treat cancer. The fourth tier is handled as coinsurance; for example, the patient pays 25 percent of the prescription’s cost with no limits, in some plans, on the out-of-pocket amounts. See also <link olinkend="ch08sb02" preference="0">Box <xref olinkend="ch08sb02" label="8-2"><inst>8-2</inst></xref></link>.</para></footnote>


� <footnote id="ch17fn10" label="10"><inst></inst><para>Civan and Köksal (2010) similarly found that newer drugs reduce total health care spending with the largest reduction occurring for hospital care. However, Law and Grépin (2010) describe some serious biases in the methodology used by Lichtenberg and others. The controversy over the offset effects of new drugs is not a completely settled issue.</para></footnote>


� Estimates by GlobalData as reported in “ObamaCare will Bring Drug Industry $35 Billion in Profits,” Forbes, May 25, 2013: forbes.com/sites/brucejapsen/2013/05/25/obamacare: Accessed February 27, 2014.
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