6 Notation

now includes the old p, p;, and G.

IC(Y | Q, G, Di(- | 4, p)): an observed data estimating function for p with
nuisance parameters Q(Fx,G),G, and p, which is obtained by applying
the mapping D — IC(Y | Q,G, D) to the particular full data estimating
function Dy. If b = (hy,...,hx) € HF¥*, then IC(Y | Q,G,Dn(: | u,p))
denotes

(IC(Y I Q’G’thl(' I H, P)), . 7IC(Y | Q7 G, th(' | s P))) ‘

S:¢(Y | Fx, G): the canonical gradient (also called the efficient influence
curve) of the pathwise derivative of the parameter y in the observed data
model M.

IC(Y | Fx, G, Dh,.(- | u(Fx),p(Fx,G))) = Sgs;(Y | Fx,G): that is,
hop: indexes the choice of full data estimating function that results in the
optimal observed data estimating function for y in the observed data model
M, M(G), and M(CAR). Here hopt = hopt(Fx,G) depends on Fx and G.
hina Fx : L3(Fx) — HF: We call it the index mapping since it maps a full
data function into an index h defining the projection onto T,f;"f;(Fx). It is
defined by

Dhipar (0)(X | 8(Fx), p(Fx)) =TI(D | Toia(Fx))-

Ap, : L3(Fx) — L&(Prx,c) : Arx (h)(Y) = Epy(R(X) | Y): the nonpara-
metric score operator that maps a score of a one-dimensional fluctuation
F. at Fx into the score of the corresponding one-dimensional fluctuation
Pg, ¢ at Pry .
Ag : L3(Ppy¢) — L3(Fx): Ag(V)(X) = Eg(V(Y) | X): the adjoint of
the nonparametric score operator Ag, .
Irx,c = ALAry L3 (Fx) = L§(Fx): Irx,c(R)(X) = Ec(Erx (M(X) | Y) |
X): the nonparametric information operator. If we write I;.;,G(h), then it
is implicitly assumed that Ir, g is 1-1 and h lies in the range of Iry G-
IC(Y | Fx,G,D) = ArIg, (D) is an optimal mapping (assuming that
the generalized inverse is defined) from full data estimating functions
into the observed data estimating function. For any ICo(Y | Fx,G,D)
satisfying E(ICo(Y | Fx,G,D) | X) = D(X) Fx-a.e., the optimal map-
ping can be more generally defined by IC(Y | Fx,G,D) = ICy(Y |
Fx,G,D) —I(ICy(Y | Fx,G, D) | Tcar(Prx,c))-
i, e = OIrec | TF(Fx)): the information operator. If we write
I '5(h), then it is implicitly assumed that If, o is 1-1 and h lies in
the range of I, ..
The projection operator can be expressed as a sum of a projection on
a finite space and the projection on T,f;;Ls since TF(Fx) = (Sess(- |
Fx)) @ Tpyis(Fx)-

ei7(Y | Fx,G) = Ay +.c(S2f; (- | Fx)): that is, the efficient influence
curve can be expressed in terms of the inverse of the information operator,
assuming that the inverse is defined.

Notation il

R(B): the range of a previously defined linear operator B.

N(B): the null space of a previously defined linear operator B.

H for a set of elements in a Hilbert space LZ(Pry,c) is defined as the clo-
sure of its linear span.

Pf = [ f(y)dP(y).

L(X): all real-valued functions of X that are uniformly bounded on a set
that contains the true X with probability one.

‘H: some index set indexing observed data estimating functions.

c(p) = d/duEIC(Y | Q,G,Dn(- | #,p)) (h = (h1,..., hk)): the derivative
matrix of the expected value of the observed data estimating function.



